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Solution for Assignment 13

1. The matrix —S2 is symmetric since
(=57 = (8" ==(87) = ~(-9)* = ="
where we used the assumption ST = —S.

From the lecture, we know that a symmetric matrix such as —S? is positive semidefinite if x ' (—52)x >
0 for all x € R™. To verify that this holds here, let x € R" be arbitrary and observe that

x (—5%)x =x"(=9)Sx =x"S5T5x = || Sx||* > 0.

We conclude that —S? is positive semidefinite.

2. Let v € R" be an arbitrary non-zero vector. We calculate

n

TAv—ZZva] ]—nZv +Z2UZ’UJZTLZU +Z v —v Zv > 0,

=1 j=1 1<j 1<J =1

where we have used that 0 < (v; + vj)? = v + 2v0; + UJ2 for all 4, j € [n]. We conclude that A
is indeed positive definite.

3. Consider first the  x n matrix B = X, V. with rank r. In particular, B has full row rank and
hence
B'=B" (BB '=v, 2.2 V.'V,2) =V, 2.(22) L =v,.2 !

where we have used Definition 5.5.3, the fact that J/,. is a diagonal matrix, and the fact that VTTVT =
I.

Similarly, the m x r matrix U, has full column rank r and hence we get
ul=w'u) vl =1u) =Uut
by Definition 5.5.1 and the fact that U,/ U, = I.

Finally, we conclude that
At =BlUf = v, 3 U,

by Proposition 5.5.9.

4. a) The main idea is to plug in the SVD of A. A crucial observation that we will need is that by
orthogonality of U, we have || Ulv H2 U™V UV)=vTUUTv=vTv=|v ||§ for
all v.€ R™. Equipped with this observatlon we calculate

min ||Ax — b||Z = min ULV Tx — b3

xeR™
= min |U'UXV 'x-U'b|3
xeR™
= min | XV 'x — U b|3
xeR”

= E —_
min || Xy —cf);

where we have substituted y = V' " x in the end (which works because V' | is invertible).



b)

¢)

a)

b)

a)

Consider the expression || Xy — c||% and observe that we can write it as

n T

n
1Zy —cll3 =D (Zayi —c:)* =D (owi—e)’+ Y, o
i=1 i=1 i=r+1
We are looking to choose y such that this expression is minimized. Clearly, there is nothing
that we can do about the term »_" | ¢Z. But by choosing y; = ¢;/o; for all i € [r], we get
S (oiyi — ¢i)> = 0. Hence, this choice of y must be optimal. Concretely, we conclude

that the optimal solution is

oo
y = /o :argmin||2y—c||§.
0 yeR?
- 0 -

In subtask a), we substituted y = V" x. Hence, it would make sense to guess that x* = Vy*.

Indeed, we can verify that with this choice of x* we get

1Zy*—ell3 = |2V 'x"~c|} = ULV 'x*~UU "b||3 = [UZV 'x*~UU "b|3 = | Ax"~b]|3

and by min ||[Ax — b|3 = min || Xy — c||% and optimality of y* we conclude that x* is
xeR™ yeR®?

optimal, i.e.

x* = arg min || Ax* — b||3,
xeR™

We prove this by direct calculation

n n n n
2 2
Ixllz = af <D > laille;l = Q_ l=al)* = x|
i=1 i=1

i=1 j=1

Observe that the inequality Y & 22 < Y7 | > j=1|wi||z;| holds because all terms appear-
ing on the left actually appear on the right as well (but on the right we have some additional
non-negative terms).

Without loss of generality, assume that all entries in x are non-negative (if there was a nega-
tive entry, simply switch its sign and observe that both norms remain the same). Next, observe
that || x|, = S0, |zl = Y., #; = 1 x where 1 € R" is the all-ones vector. By Cauchy-
Schwarz, we obtain 1"x < || 11|, || x ||, It remains to calculate || 1 ||, = (327, 1)% =./n
to conclude that

Ixlly =1Tx < 1]y lIx ]l = Vallx]l,.

Recall that the trace of a matrix is the sum of its diagonal entries. Consider the matrix AT A.
The j-th diagonal entry of AT A is exactly the norm of the j-th column of A which is given
by >, Afj. Hence, the trace of A" A is given by

Tr(ATA) =)D A5 => "> AL =A%,

j=1 i=1 i=1 j=1



b) We know that the squared singular values of A are the eigenvalues of the matrix AT A. More-
over, we know that the trace of A" A is equal to the sum of its eigenvalues. Hence, we

conclude
min{m,n}

Tr(ATA) = }: o2

and the result follows by combining this with the previous subtask.

¢) By definition, we have
A _— A .
| ||op ){2%25 | Ax|[,

[l [ly=1

Now observe that we can rewrite the squared version of this as

| Ax |5 x" AT Ax
max ”AX||2— max -———== 1 —
erHR xeR™\{0} ||x]|5 xeR™\{0} xX'Xx
X 2:1

TAT
The matrix A" A is symmetric and its largest eigenvalue is o7, hence we get mMaXyeRn\ {0} w =

o? by Proposition 7.3.10. It remains to observe that >

arg max || Ax ||, = arg max | Ax ||
n n

P
I xll,=1 | x[2=1
and hence
2
[ Al = max [ Ax[l, = | max || Ax[; = /of = o1
llxl,=1 | x|I2=1

d) This follows from b) and c) as

e) Using previous subtasks, we obtain

min{m,n}

IAIF =Y o <min{m,n}o?

=1

and hence

| Allp < v/min{m, njoy = min{m, 0} | 4],



