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Assignment 13

Course Website: https://ti.inf.ethz.ch/ew/courses/LA25/index.html

There will be no hand-in for this assignment. Solutions will be published on December 22.

Exercises

1. A positive semidefinite matrix (in-class) (#¥7Y)

Let n € Nt and let S € R™" such that ST = —S. Prove that —S? is symmetric and positive
semidefinite.

2. A positive definite matrix (**ﬁ)
Let n € NT be arbitrary and consider the matrix A € R™*" defined as
A=(n-1)I+1B

where I € R™*" is the identity matrix and B € R™*" satisfies B;; = 1 foralli,j € {1,2,...,n}
(i.e. all entries of B are 1). Prove that A is positive definite.

3. Diagonally dominant matrix (WsY)

A matrix A € R™*" is called diagonally dominant if for every row of the matrix, the absolute
value of the diagonal entry in a row is at least the sum of the absolute values of all the other
(off-diagonal) entries in that row, i.e.,

Al > ) 1Ayl Viedl,...,n}
=1
J#

Show that a symmetric diagonally dominant matrix A € R"*"™ with non-negative diagonal entries
is positive semidefinite.

4. Positive (semi-)definite matrices (W#Y)

(4)

Let A, B € R" " be two symmetric matrices. Let A/ € R be the smallest eigenvalue of A,

let )\gﬁi € R be the smallest eigenvalue of B, and let )\gﬁi B) ¢ R be the smallest eigenvalue of
A+ B.
a) Prove that )\fﬁi B) > /\1(;31)1 + /\I(ﬁl)l.

b) Assume that both A and B are positive semidefinite. Prove that A+ B is positive semidefinite.

¢) Assume that both A and B are positive definite. Prove that A + B is positive definite.
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5. Pseudoinverse via SVD (%#Y)

Let A € R™*" be a matrix of rank r with singular value decomposition (SVD) A = U, X,.V,T
with U, € R™*", X, € R™", and V,, € R"*". Recall that A has a pseudoinverse Af. Note that
2’y is invertible since it is a square diagonal matrix with non-zero entries on its diagonal. Prove
that AT =V, 271U,

6. Least squares via SVD (WsY)

In this task, we derive the solution of the least squares method using the singular value decompo-
sition. Let A € R™*" with rank(A) = 7 and b € R™ be arbitrary. Let A = UXV T be an SVD
of AwithU € R™*™, X € R™*", and V' € R™*". Consider the least squares problem

arg min || Ax — b|[3. (1)
xeR™

a) Letc = U'b. Prove that min ||Ax — b||2 = min || Xy — c|)3.
xeR™ yeR?

b) Let 01 > --- > o, denote the non-zero singular values of A (r is the rank of A). In
particular, we have X;; = o; for all ¢ € [r|. Find a formula for the optimal solution y* =
. . T
argmin || Xy — c||3 in terms of o1, ...,0, and c = [cl cy ... cm]
yeR”

¢) Let x* be the optimal solution x* = arg min | Ax — b||2. Given the optimal solution y* =
x€R™
argmin || Xy — c||3 and the SVD of A, how can you compute x*?
yeRn



