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Definition 1. Let Rf be a Reeb graph of a space X, and u, v 2 Rf (in the same con-
nected component), and let π be a path from u to v. We de�ne the height of π
as height(π) = maxx2π f(x) − minx2π f(x). To turn this into a distance metric, we
consider Π(u, v),the set of all paths between u and v. Then, the function induced
metric on Rf is de�ned as

df(u, v) = min
π2Π(u,v)

height(π).

In a sense, df(u, v) is the \thickness" of the thinnest \slice" of the space X in which u
and v are connected.

Definition 2 (Functional distortion distance). Let Rf and Rg be two Reeb graphs. Let
Φ : Rf → Rg, Ψ : Rg → Rf be continuous functions, but not necessarily function-
preserving. Then, we de�ne correspondence and distortion:

C(Φ,Ψ) = {(x, y) 2 Rf � Rg | Φ(x) = y or x = Ψ(y)}

D(Φ,Ψ) = sup
(x,y),(x 0,y 0)2C(Φ,Ψ)

1

2
|df(x, x

0) − dg(y, y
0)|.

And �nally, we de�ne the functional distortion distance,

dFD(Rf, Rg) = inf
Φ,Ψ

max{D(Φ,Ψ), ||f− (g �Φ)||∞, ||g− (f � Ψ)||∞}.

Theorem 3. Let f, g : X→ R be tame functions. Then, dFD(Rf, Rg) � ||f− g||∞.
Theorem 4. dI(Rf, Rg) � dFD(Rf, Rg) � 3dI(Rf, Rg).
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Mapper

An approximation of the Reeb graph

Reeb graphs \throw away" a lot of information, since they at most retain some 1-
dimensional holes, but no larger holes. To generalize Reeb graphs further, we start
looking at neighborhoods instead of levelsets, which will then lead to the Mapper algo-
rithm.

To begin, we consider the 1-dimensional case, and try to �nd an approximation of the
Reeb graph. Instead of looking at pre-images of points, we will now look at pre-images
of intervals. Let U = {Uα}α2A be an open cover of R (i.e., a collection of open sets whose
union is R). As always, we consider a function f : X→ R. For each f−1(Uα), we consider
a partition into path-connected components, i.e., f−1(Uα) =

S
β2Bα Vβ. We then look at

f�(U) := {Vβ}, the set of all Vβ we get over all α. Our object of interest is the nerve of
this family, i.e., N(f�(U)).

X f ∗(U)U N(f ∗(U))

Figure 1: A space X, an open cover U of R, the family f�(F), and its nerve.

If we take su�ciently nice functions, and su�ciently �ne covers, then N(f�(U)) is iso-
morphic to Rf.

Topological Mapper

Definition 5. Let X,Z be topological spaces. Then we call f : X→ Z well-behaved if for
all open sets U � Z, f−1(U) has �nitely many path-connected components.

Definition 6 (Mapper). Let f : X → Z be well-behaved, and U be a (�nite) open cover
of Z. Then the Mapper is de�ned as M(U , f) := N(f�(U)).
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Example: As an example, we look at X being the boundary of the 3-cube [0, 1]3. We
then also look at Z1 = R2 spanned by the x- and y-axis, with f1 : X → Z1 being the
projection onto this plane. Furthermore, we look at Z2 = R, spanned by just the x-axis,
and f2 : X→ Z2 being again the projection.

We consider the open cover U2 of Z2: {(−∞, 1
3
), (0, 1), ( 2

3
,+∞)}. For Z1, we consider the

cover U1 := U2 � U2.

x

y

M(U2, f2)

M(U1, f1)

Figure 2: The cover U1, and the two Mappers. The Mapper M(U1, f1) consists of an
empty octahedron, with additional �lled tetrahedra attached at the purple
vertices. The whole space thus collapses to an octahedron.

Mapper for Point Clouds

Input: In the most general setting, data comes as a �nite metric space (P, dP), for ex-
ample as points in Rd or as vertices of a graph. We also requires a cover U of a space Z,
usually Z = R, as input. Finally, we also need a �lter function f : P → Z.

Algorithm: Since at the moment we only have a discrete metric space, we do not really
have the notion of connected components yet. For every U 2 U , we thus cluster the pre-
image f−1(U) using some clustering algorithm, which we can also consider as an input.
Now, we can just consider each cluster Ci as a vertex of some simplicial complex K, and
add a face {C1, . . . , Ck} to K if these clusters (which are just point sets) have a common
point.

Output: We output K, or even just its 1-skeleton.
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