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Linear Algebra: Reminder (1)

Let V be a vector space over a field F, v1,...,v, € V.

The vectors vy, ...,v, are linearly independent if there
is no linear relation

A1 + -+ v, =0
with \; = 0 for at least one 1.

The set
Span{vl,...,vn}:{)\11}1—|—---—|—)\nvn S AL, ., A E]F}
is called the span of vi,...,v, and a subspace of V.

A basis of V is a set of linearly independent vectors
whose span is V. The cardinality of each basis equals
the dimension of V.

Proposition 1 (linear algebra bound) If vy,...,v;
are linearly independent vectors in V, then kK < dimYV.

Examples:

™ is a vector space over [F of dimension n with basis
ei,...,en, Wheree; = (0,...,0, 1 ,0,...,0).
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The subspace span{wvi,...,v,} € V has dimension at

most n and its dimension is exactly n iff v1,...,v, are

linearly independent.



Linear Algebra: Reminder (2)

In the vector space V = R"™ we use the Euclidean
standard scalar product defined by

n
(u, v) = uwv1 + -+ F+ upvy = Zum
i=1
for two vectors v = (u1,...,un) and v = (v1,...,v,).

Properties:
o (u,v) = (v, u)
o (ut o, w) = Mu, w) + (v, w)
e (v,v) >0 and (v, v) =0« v=0.

for all u,v,w € R" and \,u € R

Example:

A1, A C{1,...,n} ~ v1,vx € {0,1}" C R™ (incidence
vectors):

v¢=(v¢1,...,vm) where ’Uij:{ g-)’ ;;ﬁz , i:1,2

|A1ﬂA2‘
|A;], i =1,2

(v1, v2)
(i, Vi)



Fisher’s inequality

Theorem 1 (Majumdar 1953) Let Aq,..., A, be dis-
tinct subsets of {1,...,n} such that |A; N A;| = k for
some fixed 1 < k <n for every i # 3. Then m <n.

Proof. (Babai and Frankl 1992)

v, € R", 1 <7< m: incidence vectors of A;

Goal: v1,...,vy, are linearly independent in R”.
Assume > " \v; = 0 for some Aq,..., A, € R.
Using

o) = lana = { |4 12

we conclude

0 = <ZAZ-U¢,ZAJ-@J-> Z)\Q\AH—Z)\)\k
[ J

7]

= ZA2(|A|—k)—|—k ZAQ—I—ZA)\
17
= ZAE(MJ—’{?)-F(Z)\@)



Since |A;| > k for all ¢ we must have

A1+ Am 0 (1)
M (|A;| — k) Ofori=1,...,m (2)

Assume there is an ¢ with \; = 0.
Q4 =k

= |A;| > k for all j # 1

(:2>)>\j=0forallj;éz'

We end up with A1 4---4+ X\, = A\; = 0, a contradiction
to (1). Consequently,

A1 == A\, =0.



Vaphnik-Chervonenkis dimension

JF. family of subsets of an n-element set X
Y C X is shattered by F if {ENY : Ec€ F} =P(Y)

F is (n, k)-dense if there is a Y C X with |Y| = k
such that Y is shattered by F.

Remark: F (n, k)-dense = F (n, l)-dense for all [ < k

The Vapnik-Chervonenkis dimension of F is the
largest k for which F is (n, k)-dense.

Theorem 2 If|F| > Y- (") then the Vapnik-Chervo-
nenkis dimension of F is at least k.

Proof. (Frankl and Pach 1983)

F=A{F1,...,Es}

S1,...,S5r. All subsets of X of size at most kK —1

Define the s x r matrix M = (m;;) by

_ )1, E DS
i =13 0 , otherwise



Since s > r, the rows m; = (m;1,...,my), 1 <i<s
cannot be linearly independent as elements of R", i.e.

there are A\1,...,As not all zero such that
S
Z Aim; = 0.
1=1

Set for T C X

g(T):= >

i: EDT
For y=1,...,r we have
s
g(Sj) = Z A = Z)\imij (é) 0]
it DS, i=1

There is a T C X with ¢g(T) # 0.

(3)

(4)

Choose a subset Y C X of minimum cardinality such

that g(Y) # 0. By (4), Y| > k.

Goal: Y is shattered by F.



Let Z C Y. Because of the minimality of Y we get

0 # (-1Mg(Y)
= ), DNy

T: ZCTCY
D IRCIED o
T: ZCTCY it B,DT

= Z Ai Z (—1)"

i:EDZ T:ZCTCYNE,

>

. ENY =2

since for A C B with n = |B\A|

> comi=y (en={5 150

T: ACTCB k=0 ’

Therefore there must be a member E; of F such that
E;NY =Z7. L]



Function spaces

[F arbitrary field, 2 C F"™

F?:={f | f:Q — F}: vector space over F

Lemma 1l Fori=1,...,mlet f; € F? and v; € Q such
that

o fi(vi) =0 for all i
° fi(vj) = 0 for all 7 < 1.

Then fi1,..., fm are linearly independent in F*.

Proof. Assume there is a linear relation

)\lfl+"‘+>\mmzo (5)

with not all A\; = 0. Take the smallest j for which
Aj #= 0. Then (5) evaluated at v, yields

0= Xf1(v;)+ -+ Nifi(w) 4+ + Mfulv;) = N f;(vy)

and hence A\; = 0 because f;(v;) # 0, a contradiction.

L]



Sets with few intersection sizes (1)

F: family of subsets of {1,...,n}, L CH{0,...,n}

F is L-intersecting if |[ANB| € L for all distinct mem-
bers A, B of F.

Theorem 3 (Frankl and Wilson 1981) If F is L-inter-
secting, then |F| < S IH (M.

Proof.

v1,...,vm € {0, 1}" incidence vectors of Aj,..., A

Define for Q = {0, 1}" in R® for s = 1,...,m the
polynomial functions

filx) = H ({vi, z) = 1) ,x € Q2.

leL: <A
Note that

o fi(vy) = 0 for all 2 (since (UZ', ’UZ'> = |Az|)

° fi(vj) =0 for all 3 <4 ((’Uz', ’Uj) = |Az' ﬂAj| < |Az|)
eL
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Hence, by lemma 1, fi1, ..., fiy are linearly independent
in RS2,

Each f; is in the span of pure monomials x; x;, ... x;,
with 41 < ip < -+ < 15 and degree s < |L| because
y?2 =y for y € {0, 1}.

Since the dimension of this span is at most Y.\“ ("),
the theorem follows.
Theorem 4 (Deza, Frankl and Singhi 1983) Let p be

a prime number and L and F as above. If

e |A;| ¢ L (mod p) for all i
e |[A;NA;| € L (modp) for all i # j

then | 7| < S, (7).

7

11



Proof.

v1,...,vm € {0, 1}" incidence vectors of Aj,..., An

Define for Q = {0, 1}" in (F,)% for i = 1,...,m the
polynomial functions

fiw) = [[wi, 2) = 1) ,z € Q.

leL

Note that

o fi(v;) #= 0 for all ¢ (since (v, v;) = |A;])
o fi(v;) =0 for all j # i (since (v;, vj) = |A; N Aj]|)

Hence, by lemma 1, fi1, ..., fi, are linearly independent
in (F,).
The theorem follows as in the previous proof. ]

12



Constructive Ramsey graphs

A clique is a set of pairwise adjacent vertices in a
graph.

An independent set is a set of pairwise non-adjacent
vertices in a graph.

A graph is a Ramsey graph with respect to t if it has
no cligue and no independent set of size t.

Erd&s (1947): Proved the existence of Ramsey graphs
of order n = |2t/2| using the probabilistic method.

Aim: explicitely construct Ramsey graphs with re-
spect to a fixed ¢t of large order

Order n = (t — 1)?: disjoint union of t — 1 cliques of
size t — 1 each (Turan)

13



Ramsey graph of order n = Q(¢3)

Construction by Zsigmond Nagy (1972)

vertex set: all subsets of {1,...,t — 1} of size 3
edgeset £E: {A,B}e E< |ANnB|=1

Verification. Let Aq,...,A,, be a clique. We have
|A; N Aj| = 1 for every ¢ # j. Hence, m <t —1 by
Fisher’s inequality.

Let Ai,..., A, be an independent set with incidence
vectors vi,...,vm € (F2)71. We have |A4; N A;| € {0,2}
for all ¢« &= 5. Therefore we get in [

o) =lanal={ 9 2
Assume there is a linear relation
AVl + -+ Aum = 0
over 5. Then we get for every ¢
Ai = (Av1 + -+ Aom, vi) = (0, v;) = 0.

Therefore vy, ..., v, are linearly independent in (F,)!—1
and hence m<t—1.
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Ramsey graph of order ¢$2(Int/Inint)

Construction by Frankl (1977)
Define for a prime number p the graph G, by

Vertex set: all subsets of {1,...,p3} of size p> -1
Edge set F: {A, B} e E< |[ANB|# —1 (mod p)

Theorem 5 The graph G, is a Ramsey graph with
respect to Y00 (V) + 1.

Remark. The theorem vyields for a fixed t a Ramsey
graph of order ¢2(Int/Inint),

Proof. Let A,,...,A, be an independent set. We
have

|[AinAjle{p—1,2p—1,...,p°—p—1}
for every 1+ #= 5. By Theorem 3,

|
-

p 3

m< (pz)

~
I
(@)
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A clique of size m consists of sets Aq,..., A, with

o |[A;NA;| #—1 (mod p) for every i # j
e |[A;|=—-1 (mod p) for all i.

Applying Theorem 4 with L = {0,...,p — 2}, we con-
clude

|
-

p 3

m< (pz)

~
I
(@)

[

Verification of the remark. By the theorem, G, for
p = max{q prime: Z;J;é (qj) < t} is a Ramsey graph
with respect to ¢t for any t.

It is of order

16



Furthermore, we have, since there is a prime between
N and 2N for any integer N

t < Qil ((2}?)3> < 2p<2(§p_)31) < (2p)°72 = po).

1

1=

This yields
p=Q(nt/InInt)

since for sufficiently large ¢

Int

Int '\ e
<t
(Inlnt)
and we get

n — pQ(pQ) — tQ(p) — 7SQ(In t/Inln t).

17



The flipping cards game

U= (u1,...,up), v=(v1,...,vy) € {0,1}"

Probe: 0-1 vector of length n containing exactly one
bit of each pair u;,v;, €.9. (v1,us,uz,...,un)

Goal: Decide whether u = v with probes and using as
little non-reusable memory as possible

Theorem 6 (J. Edmonds, R. Impagliazzo) For
n = r? it is possible to test the equality of wu,v
using only r + 1 probes and writing down only r bits
in the memotry.

Proof.

u = (ul,.. . ,u,n), U; € {O, 1}r
v=(v1,...,vr), v; € {0, 1}"
Consider the following protocol:

Probe 0: (u1,...,u,)
~ Write down wg ‘= u1+---+u, mod 2 in the memory

18



For 1 <:<r:

Probe : (u1,...,%i—1, Vi, Uit1, ..., Ur)
M wi = Ul s F Ui-1 v Ui 0+ up mod 2
Stop and report u #E v if wg # w;

Answer v = v at the end if not u # v reported

This protocol reports v *= v <& u; # v; for some
1<i<r&suv []

Theorem 7 (Pudlak, Sgall 1997) It is possible to test
the equality of u,v using only O(logn) probes and
writing down only O((logn)?) bits in the memory.

Proof. Note that

u=v<0 = (u—v,u—v) = (u,u) + (v, v) — 2(u, v)
n n n n
R TS S RIS S
=1 =1 =1 =1 7]
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Probe 1: (ul,... Up)

szl zluz

Probe 2: (vl,... Un)

> D1 Vi D iy Vi

Probe 3: (ul’“°’UL§J’UL§J+17"‘7U”)
~ Z}ijl ;'L:ng—I—l UiUj

Probe 4: (vl,... UL§J>UL§J+1>--->UH)

~7 ZZ—L n )41 Zg 1 UiV
Probe 5: (ul""’UHJ’UHJ‘FL""UL%J’UJL%J‘Fl’”"u[%J'
’U|_3_nJ_|_1, “ e ’Un)

%]
~ Z J_L 41 U3V + Zi=L§J+1 Z?:L%H—l UiV
Continue like that until you have considered all prod-

ucts w;v; for ¢ & 5 and finally sum all values stored in
the memory up to get (u — v, u — v).

This protocol needs 2[logn] 4+ 2 probes and for each
memorized number 2[log(n-+1)] bits of memory (since
all these numbers lie between 0 and n?). O
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